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ABSTRACT Management of wildlife populations often requires reliable estimates of population size or distribution. Estimating abundance can be logistically difficult, and occupancy models have been used as a less expensive proxy for abundance estimation. Another alternative is to use independent estimates of home-range size and mean group size to directly scale occupancy estimates up to abundance. We used simulations to explore when scaling occupancy up to abundance is reliable, and as an example we applied an occupancy approach to estimate abundance of wolves (Canis lupus) from roadside snow-tracking surveys in northern Wisconsin, USA, in 2016 and 2018. Estimates of wolf abundance were plausible and compared favorably with independent estimates produced by territory mapping, and snow-tracking data requirements were lower than for territory mapping. Simulation results suggested that reasonable abundance estimates could be obtained under some conditions but also that severe positive bias could result under other conditions, especially when populations were small and dispersed, home range size was small, and areal sampling units were large. Positive bias in abundance estimates occurs because of closure assumption violations when tracks from a single wolf or pack are detected in >1 sample unit, and the sum of the sample unit areas where tracks were detected exceed the sum of the home range areas. Bias was minimized when sampling units were small relative to home range size or when sampling units were route segments that approximate point sample units, and when home ranges were highly aggregated. We conclude that, although caution is warranted when scaling occupancy estimates up to abundance, scaled occupancy models can provide feasible and reliable estimates of abundance, assuming home range size and mean group size are accurately known or estimated, sampling units are appropriately chosen, and covariates that aggregate home ranges can be used to accurately predict occupancy probability. © 2021 The Authors. The Journal of Wildlife Management published by Wiley Periodicals LLC on behalf of The Wildlife Society.
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Estimating population size or trend is often a necessary and primary objective of wildlife population monitoring programs. In some cases where collection of replicated count data or capture-recapture data is infeasible or prohibitively expensive, management objectives can be met by instead estimating the proportion of an area occupied by a species. Estimating occupancy requires only spatially or temporally replicated detection–non-detection data, which often are less expensive to collect than counts or capture-recapture data. Occupancy models (MacKenzie et al. 2002, Tyre et al. 2003) are now widely used to estimate distribution or as a proxy for abundance for a wide variety of taxa (Durso et al. 2011, Falke et al. 2012, Adams et al. 2013, Chen et al. 2013, Rich et al. 2016), or scaled up to directly estimate abundance (Rich et al. 2013, Ausband et al. 2014). Occupancy models account for the common situation where a species may be present but undetected at a specific survey site during a specific survey occasion, and thus help prevent spurious conclusions about habitat relationships that result from confounding species absences and species non-detection (Tyre et al. 2003, Gu and Swihart 2004).

Occupancy (ψ) is a useful metric, but interpretation of ψ depends on the specifics of a study design (Efird and Dawson 2012, Latif et al. 2016, Steenweg et al. 2018). With discrete sample units, ψ can be interpreted as the instantaneous probability of patch occupancy (MacKenzie et al. 2002), but often, especially for temporally replicated surveys in continuous habitat, ψ represents cumulative or
asymptotic probability of patch occupancy (Tyre et al. 2003, Efford and Dawson 2012). Failure to carefully define occupancy can lead to misinterpretation and inferential errors (Efford and Dawson 2012, Hayes and Monfils 2015). Moreover, when individuals are distributed randomly on the landscape, expected cumulative occupancy probability, $E(\psi)$, is a function of the ratio of home range size to sample unit size ($R$) and population density, and for a given population density, increasing $R$ increases $E(\psi)$, and numerous combinations of home range size, sample unit size, and density can result in identical estimates of cumulative occupancy (Efford and Dawson 2012: figure 2).

Given closure assumption violations and consequent different interpretations for occupancy probability, special care is warranted when scaling occupancy up to abundance or when using occupancy as an index for abundance or density. Indices rarely scale linearly with abundance beyond some narrow range (MacFarland and Van Deelen 2011, Steenweg et al. 2018), and $\psi$ has an obvious asymptote at 1 regardless of any possible further increases in population density. MacKenzie et al. (2006) suggested that when sample unit size is chosen to match territory size of territorial species, then the number of occupied units is virtually equivalent to the number of territorial individuals or pairs. Although not stated explicitly, in continuous habitat where sample units are not closed to temporary emigration, that correspondence likely depends on the temporal scale of sampling (Efford and Dawson 2012, Steenweg et al. 2018).

If the number of occupied sites adequately describes the distribution of home ranges (i.e., $\psi$ is appropriately defined and interpreted, and is unbiased), then population abundance can be derived as $N = (\psi A \pi) / \delta$ where $\psi$ is the probability of occupancy in a sample unit, $A$ is the total area of the sample units (or the area study, if sample units cover the entire study area), $\delta$ is the mean home range size during the sampling period, and $\pi$ is the mean group, or pack size. This approach is currently used to estimate abundance of wolves (Canis lupus) in Montana and Idaho, USA (Rich et al. 2013, Ausband et al. 2014). Scaling occupancy up to abundance in this way obviously entails important assumptions about territory size, group size, and group cohesion (Rich et al. 2013, Ausband et al. 2014, Latham et al. 2014). Assuming that territory size and group size are known or can be properly estimated, scaling occupancy to abundance requires consideration of 2 questions: does $\psi$ represent instantaneous or cumulative occupancy and how can potential bias from expected closure assumption violations be minimized or mitigated? Scaling occupancy as $N = (\psi A \pi) / \delta$ implicitly defines $\psi$ as cumulative occupancy, or the proportion of the landscape included in a home range. Because closure cannot be assured, and features that mitigate or minimize bias are not entirely controllable, it is also important to identify scenarios where consequences of violations are minimized, or where an occupancy abundance approach might be inappropriate. For example, selection of sample units is controllable, and large sample units should exacerbate consequences of closure violations. Conversely, landscape features and territory distribution are not controllable, but if landscape features influence distribution such that home ranges are clustered, then closure violations should be less consequential than if home ranges are widely scattered.

It is worth considering whether there are situations where a closure assumption could be relaxed. One possible approach is to collect data in a robust design framework and fit them to a dynamic occupancy model (MacKenzie et al. 2003). This approach allows occupancy status in sample units to change between primary periods and considers initial occupancy probability ($\psi_0$) to be an unbiased estimate of instantaneous occupancy that captures the distribution of home range centers. Spatial subunits could serve as replicates, assuming the target species is mobile enough that all subunits could conceivably be occupied during a single visit (Kendall and White 2009). This assumption is problematic in a continuous landscape, where mobile animals could be detected in adjacent sample units within a single survey occasion. In this case, $\psi_0$ probably is still closer to cumulative occupancy than instantaneous occupancy, especially when detection relies on persistent cues such as tracks or scat. The equal availability assumption also is violated when a home range intersects with only some subunits of >1 sample unit.

Another possible approach is to use multiscale models, where data are collected at temporal or spatial subsamples nested within site or survey occasion (Mordecai et al. 2011, Pavlacky et al. 2012, Whittington et al. 2015). In this approach, $\psi$ represents overall occupancy, and $\theta$ represents local occupancy at a spatial subunit, or availability at a site during a specific survey occasion. Efford and Dawson (2012) suggest that, even when replication at a site is spatial rather than temporal, a temporal context should be considered, where $\psi$ represents asymptotic occupancy and $\psi \theta$ represents instantaneous occupancy. The aforementioned caveats about highly mobile individuals also apply to multi-scale models.

In Wisconsin, USA, wolf abundance has historically been estimated by territory mapping and enumeration of presumed wolf packs, and pack territories are inferred from roadside snow-tracking surveys, evidence of breeding, telemetry locations, and aerial observations (Wydeven et al. 2009). Assignment of observed tracks into pack territories is somewhat circular because assignments are made based on presumed territorial locations of the different packs, but territories are inferred in part from the location of the observed tracks. This enumeration is regarded as an annual minimum over-winter count, with bounds defined by cumulative uncertainty about individual pack sizes.

Although territory mapping has produced plausible estimates of wolf abundance in Wisconsin, estimates rely on somewhat subjective pack assignments, and likely deviate from true abundance to an unknown and possibly variable degree. Also, although estimates are presented as a narrow range, uncertainty is not rigorously evaluated. Precise estimates are desirable, but management decisions should
reasonably account for all sources of uncertainty, rather than treating estimates with unknown bias and uncertainty as truth (Yoccoz et al. 2001). Accordingly, there is motivation to develop an estimator that accounts for incomplete detection, provides a rigorous estimate of uncertainty, and is less reliant on uncertain pack assignments.

We conducted a simulation study to investigate bias in occupancy and abundance approaches for estimating abundance of wolves for various realistic scenarios in a continuous landscape where closure assumption violations routinely occur. Our objectives were to use simulations to identify scenarios where scaling occupancy estimates to abundance resulted in minimal bias, and to illustrate a scaled occupancy approach for estimating wolf abundance from snow tracking data in northern Wisconsin, during winter 2016–2017 and 2018–2019. We evaluated a variety of simulation scenarios, with varying densities, distribution patterns, and sampling and modeling strategies, and we predicted minimal bias in scenarios where closure assumption violations were minimal or relatively inconsequential (e.g., when home ranges are aggregated and the landscape or portions thereof are essentially saturated) and when sample unit sizes are appropriately chosen.

STUDY AREA

We analyzed snow-tracking data from 2016–2019 collected from Wolf Management Units 1 and 3 in northern–western Wisconsin, and from the extent of the known wolf range in northern and central Wisconsin (Fig. 1). The known wolf range comprised approximately 91,000 km², although the precise extent of the surveyed area varied annually, with elevation varying from 177 m at Lake Michigan to 595 m at Timms Hill. The area was approximately 68% forested, 19.3% cultivated or grassland, 4.3% residential or otherwise developed, and 3% emergent wetlands. Northern Wisconsin was glaciated and dominated by mixed forest and forested wetlands, with common trees including pines (Pinus spp.), maples (Acer spp.), birch (Betula spp.), and oaks (Quercus spp.), whereas central Wisconsin was largely unglaciated and agricultural, except for a sparsely populated area of about approximately 7,100 km², known as the Central Forest Region, largely disjunct from the forests of northern Wisconsin (Theil et al. 2009). Primary land uses throughout the region were forestry, agriculture, and tourism. Common large mammalian species included white-tailed deer (Odocoileus virginianus), American black bear (Ursus americanus), coyote (Canis latrans), wolf, red fox (Vulpes vulpes), and beaver (Castor canadensis). Summers (Jun–Aug) were generally warm and humid, with average summer temperatures of approximately 18°C, and a freeze-free season of approximately 100 days in the north. Winters (Dec–Mar) were cold and snowy, with average winter temperatures of approximately –11°C, and average annual snow cover persistence from 140 days in the north to approximately 85 days in the south. Spring (Apr–May) and fall (Sep–Nov) were typically cool, with variable precipitation, and with occasional late or early frosts.

METHODS

Simulation 1: Areal Sample Units

We simulated data for a 180 × 180-km landscape, with an additional buffer 2 times the diameter of the simulated mean home range size to allow wolf movement in and out of the study area. We placed wolves (N = 100 or 400) on the landscape in packs with mean size 3.8 and maximum pack size 8. About 15% of packs had only a single wolf (i.e., loners). Wolves in the same pack had identical home range centers, and the simulation drew home range sizes from a normal distribution with a mean of 100 km² or 324 km² with a standard deviation of 10. Thus, in our simulations with large population and large home range sizes, the landscape was nearly saturated with wolf territories. We selected home range centers by gridding the landscape with a resolution equal to μ/ε, where μ was mean home range size and ε = 1.15 is a multiplier allowing some home range overlap. Realized ε is dependent on home range size and the number and spatial arrangement of home ranges on the landscape and may exceed 1.15 because simulated home ranges are circular rather than square. We simulated 100 replicates of each abundance-home range combination to determine the value of ε to use for inflating abundance estimates. We assigned selection probabilities to the gridded study area, with some spatial heterogeneity deliberately introduced, and selected home range centers without replacement.

Once home ranges were established, we imposed a new sampling grid, with either 100 km² or 324 km² resolution, with 4 subunits per cell. We specified availability for detection for different scenarios based on 1 of 6 wolf movement models, which differed in the extent to which packs

Figure 1. Wolf Management Units 1 and 3 (black dotted lines) and total extent of surveyed wolf range (gray solid lines) in Wisconsin, USA, in 2016–2019. Habitat classifications are derived from 2016 National Land Cover Data (Yang et al. 2018).
were cohesive and spatio-temporally excluded other packs. In the most realistic model (model 1), used in most of our scenarios, we intersected the sampling grid with home ranges and assigned availability probabilities for pack \( k \) (or individuals in pack \( k \)) in the resulting home range-sample subunit fragments as \( \logit(\theta_{jk}) = \alpha + \log(ppn_{jk}) \), where \( \alpha \) defines baseline availability when the entire home range \( k \) is contained inside a single sample unit, and where \( ppn_{jk} \) is the proportion of the home range contained in the \( j \)th fragment of pack \( k \), and \( \alpha = 0.62 \) or 2.2, corresponding to \( \theta_{jk} = 0.65 \) or 0.9, respectively, when \( ppn_{jk} = 1 \). Availability of a pack (when movements of individuals in a pack were completely dependent: model 1a) or individual (when individuals could move and be detected independent of other pack members: model 1b) within home range fragment \( k \) in fragment \( j \) was then defined as \( u_{jk} \sim \text{Bin}(\theta_{jk}) \). Model 1b simulates a scenario with little to no pack cohesion other than sharing the same home range. Thus packs (or individuals) were available with some probability in each subunit within their home range (which might be part of >1 primary sample unit) in each survey period. This is reasonable and realistic if availability is interpreted to be the production of sign such as scat or tracks that may persist long enough to be detected in >1 location during the same survey occasion. In this case, the resulting estimate should be close to cumulative, not instantaneous occupancy probability. We also simulated availability with three alternative models. The first is as above, except that availability of packs (model 2a) or individuals (model 2b) was modeled with a multinomial model \( \{u_{jk}, u_{jx}, ..., u_{jy}\} \sim MN(1, \{\theta_{1j}, \theta_{2j}, ..., \theta_{nj}\}) \), where \( j \) is the number of home range fragments available in the territory of individual (or pack) \( k \). Thus, packs or individuals were available in only one home range fragment in any given survey occasion. This model violates the equal availability assumption of spatial replication but may be realistic if animals move slowly around the home range. In the second alternative (model 3), we first selected an initial pack location randomly from within the home range, subject to the constraint that the location must be \( \geq 1 \) km from other packs. Individuals from the pack were then allowed to deviate from this position based on a \( MVN(0,25) \) movement kernel. Thus, individuals within a pack could be separated from each other by up to 1 km at each time step, but usually were much closer together. Given the selected sample cell \( i \) for each individual, individuals then were assumed to be available (with probability \( \theta_{ij} \)) in all \( J \) subunits of cell \( i \), even if some subunits were outside the home range, and were not available in any other sample cell. This is a somewhat unrealistic scenario, but it satisfies the movement and equal availability assumption. Lastly, in the third alternative (model 4), we first selected an initial pack location and subsequent individual locations as described for model 3. But, as with availability model 2, only a single location per occasion was assumed. This model differs from model 2 in that selected locations potentially are constrained by the locations of other packs, and individual members of a pack could, by chance, occupy different sample units or subunits.

In each sample cell, we simulated 0–5 surveys, with most cells having 2–3 surveys. We drew survey effort from a \( Beta(\alpha = 5, \beta = 2.5) \) distribution and represented effort relative to maximal possible effort (e.g., the length of roads surveyed relative to the maximum length in any sample subunit). Given availability in sample subunit \( j \) in grid cell \( i \), we then simulated observations as \( y_{ij} \sim \text{Bernoulli}(p_{ij}) \), where \( p_{ij} \) is detection probability in sample subunit \( j \) in grid cell \( i \) at time \( t \), \( \logit(p_{ij}) = a_0 + \log(\text{effort}_{ij}) \), and where \( a_0 = -0.845 \) or 1.099, respectively, represented relatively low or high detection probability. For the static occupancy model, we aggregated \( y_i \) to \( y_i = I(\sum_{j=1}^{J} y_{ij}) \), where \( f_i \) is the number of subunits in sample unit \( i \), and \( I \) took the value 1 if the summation was \( \geq 0 \).

When individuals have high movement rates and can be detected in multiple sample units, either over time or within the same sampling occasion, estimated \( \psi \) typically represents cumulative use rather than instantaneous occupancy (Efford and Dawson 2012). This should especially be the situation when sample units are adjacent grid cells and an individual’s home range could conceivably include portions of >2 grid cells. To try to mitigate this scenario, we conducted a set of simulations where we modeled availability with the most realistic model (model 1) but sampled only in alternating grid cells. We simulated 6 scenarios with abundance = 100 or 400, home range size = 225 km\(^2\), and sampling grid size = 100, 225, or 324 km\(^2\). Abundance estimated by \( N = (\psi A h)/\bar{h} \) then represents only abundance within the sample unit, and must be scaled by \( A/ \bar{A}_{da} \), where \( A_{da} \) is the size of the sampled area, to estimate the population size. For the simulated cases, where the study area was a uniform square area, this multiplier was exactly 2. We conducted simulations in program R (R Core Team 2018) and fitted models using the R package runjags (Denwood 2016).

**Occupancy Models**

We fitted 3 different occupancy models to the simulated data. The first was a single-season occupancy model:

\[
\begin{align*}
  z_i & \sim \text{Bernoulli}(\psi) \\
  y_i & \sim \text{Bernoulli}(z_i p_a) \\
  \logit(p_a) & = a_0 + \log(\text{effort}_a),
\end{align*}
\]

where \( z_i \) is the latent occupancy state of sample cell \( i \). This model should estimate cumulative occupancy probability and potentially result in overestimates of abundance for many scenarios. To scale occupancy up to abundance, we first estimated the area occupied as \( \sum_{i=1}^{K} \psi \times \text{cellsize}_i \), where \( K \) was the number of cells, then divided by mean territory size to estimate the number of non-overlapping packs that would fit into the total area occupied (\( N_{\text{packs}} \)), then multiplied \( N_{\text{packs}} \) by the mean pack size (\( \mu_{\text{pack}} \)). We accounted for uncertainty by specifying reasonable, empirically informed priors to the
model $\mu_{\text{pack}} \sim \text{Gamma} \ (\alpha = 1,000, \beta = 1,000/\bar{x}_{\text{pack}})$, where $\bar{x}_{\text{pack}} = 3.8$ was mean pack size estimated from road-side snow-tracking data and aerial pack observations (Wiedenhoeft et al. 2018); and mean home range $(\mu_{HR}) \sim N(\delta_{HR}, SD_{HR})$, where $\delta_{HR}$ was a simulation value, and $SD_{HR} = 10$, an empirical value. To account for territory overlap, we inflated $N$ packs with an estimate of home-range overlap ($\delta$) as described above.

The second model was a dynamic occupancy model specified by:

$$z_{it} \sim \begin{cases} \text{Bernoulli}(\psi_0), & i = 1 \\ \text{Bernoulli}((1 - \varepsilon)(1 - z_{it})\gamma), & i > 1 \end{cases}$$

$$y_{ijt} \sim \text{Bernoulli}(z_{it}p_{ijt}),$$

where $p_{ijt}$ was a function of effort, as described above, $\varepsilon$ was the extinction probability (probability that an occupied cell becomes unoccupied), and $\gamma$ was the colonization probability (probability that an unoccupied cell becomes occupied). We scaled up occupancy ($\psi_0$) to abundance as described above. Because we assumed that the proportion of cells occupied in each time period was constant (even though occupancy of an individual cell can change), we imposed a stationary Markov process (MacKenzie et al. 2006) such that $\varepsilon = \gamma (1 - \psi)/\psi$, which is reasonable, provided that $\psi$ is not too low and $\gamma$ is not too high.

The third occupancy model was a multiscale model (Mordecai et al. 2011) where

$$z_i \sim \text{Bernoulli}(\psi)$$

$$u_{it} \sim \text{Bernoulli}(z_i \theta)$$

$$y_{ijt} \sim \text{Bernoulli}(u_{it}p_{ijt}),$$

and where $p_{ijt}$ was defined as before, $u_{it}$ was the latent use state in cell $i$ at time $t$, and $\theta$ was the probability that a cell was being used at time $t$ (not that this definition is different than that described for the data generating models). We scaled up the product $\psi \theta$ (Efford and Dawson 2012) to abundance as described above.

**Simulation 2: Linear Sample Units**

In the previous section, we generated data generically for areal sample units without describing how such data might be collected. In reality, data often are collected along transects, such as road segments. If defined appropriately, road segments may approximate point sampling units and possibly mitigate biases expected with areal sampling units (Efford and Dawson 2012). We conducted a series of simulations where we used the occupancy model of Crosby and Porter (2018) to generate data from simulated survey routes, and we fitted the simulated data to several models that used either areal grid cells or 1-km route segments (to approximate points) as sample units (Table 1). The Crosby and Porter (2018) model explicitly separates the probability of track-laying $\delta$ from the probability of occupancy (or use), and models the former as a function of the number of days elapsed since the last snowfall event, assuming that track-laying accumulates, and tracks persist over time. Because tracks are laid over time, occasions do not represent points in time; therefore, we did not impose any spatio-temporal exclusion among packs. Surveys occurred 1–3 days after a snowfall event, and the probability $\delta_i$ of observable tracks being laid was a function of time elapsed since the last snowfall event, and was also a Markovian process where track-laying was more likely at segment $i$ if tracks were also laid at segment $i - 1$ (Crosby and Porter 2018). For the purpose of simulating data, we defined $\psi_i$ and $\theta_{ij}$ as in Crosby and Porter (2018); $\psi_i$ was the probability that a transect passed through $\geq 1$ home range, and $\theta_{ij} = P(u_{ij} = 1)$ was the probability that route segment $j$ on route $i$ intersected $\geq 1$ home range. In our simulated data, $u_{ij} = 1$ when a segment $j$ in sample unit $i$ intersected a home range. The model to fit the data specified spatial auto correlation in $\theta_{ij}$ as a conditional autoregressive (CAR) process.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sample unit</th>
<th>Sub-unit</th>
<th>Description and assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Grid cell</td>
<td>None</td>
<td>Simple occupancy model.</td>
</tr>
<tr>
<td>2</td>
<td>Route segment</td>
<td>None</td>
<td>Simple occupancy model.</td>
</tr>
<tr>
<td>3</td>
<td>Grid cell</td>
<td>None</td>
<td>Spatial conditional autoregressive (CAR) process on occupancy probability ($\psi$), with adjacent cells as neighbors.</td>
</tr>
<tr>
<td>4</td>
<td>Route segment</td>
<td>None</td>
<td>Spatial CAR process on $\psi$, with adjacent route segments as neighbors.</td>
</tr>
<tr>
<td>5</td>
<td>Grid cell</td>
<td>Grid sub-cell</td>
<td>Spatial replicates (sub-units) nested in temporal replicates. Occupancy (use) status can change, with use probability ($\theta$), but it is assumed is that if a cell is occupied, then all spatial subunits are occupied.</td>
</tr>
<tr>
<td>6</td>
<td>Route</td>
<td>Route segment</td>
<td>Same assumptions as model 5.</td>
</tr>
<tr>
<td>7</td>
<td>Grid cell</td>
<td>Grid sub-cell</td>
<td>Temporal replicates nested in spatial replicates. Occupancy status ($z_i$) cannot change, but only some subunits are assumed to be occupied, with subunit use probability $\theta_{ij}$.</td>
</tr>
<tr>
<td>8</td>
<td>Grid cell</td>
<td>Route segment</td>
<td>Same assumptions as model 7.</td>
</tr>
<tr>
<td>9</td>
<td>Route</td>
<td>Route segment</td>
<td>Same assumptions as model 7.</td>
</tr>
<tr>
<td>10</td>
<td>Grid cell</td>
<td>Route segment</td>
<td>Identical to model 8 but with spatial CAR process on subunit use probability ($\theta_{ij}$).</td>
</tr>
<tr>
<td>11</td>
<td>Route</td>
<td>Route segment</td>
<td>Identical to model 9 but with spatial CAR process on $\theta_{ij}$.</td>
</tr>
</tbody>
</table>
where $\text{logit}(\delta_i) = \alpha_0 + \rho_{ij}$, where $\rho_{ij}$ was given an intrinsic CAR prior, with weights equal to 1 for neighbors and 0 otherwise (Crosby and Porter 2018). Detection probability was high ($p = 0.85$), given $w_{ij} = 1$. To investigate the effects of increased effort, we simulated either 30 or 50 observation routes, each 40 km long, and either 3 or 6 survey occasions. We generated 100 data sets for each simulated scenario, and fitted the data to 11 different models, with either grid-based or route segment-based sample units (Table 1). We carried out simulations in program R (R Core Team 2018) and fitted models using the R package NIMBLE (de Valpine et al. 2019).

We simulated scenarios for a 17,000-km² study area where the square sampling grid size was either 100, 170, or 350 km², the number of simulated home ranges was either 20, 40, or 80, and home range placement was clustered based on a simulated covariate whose value was moderately spatially correlated. We generated home range size to approximate empirical observation from a gamma distribution with mean = 170 km² and variance = 2,890. Mean pack size was 4, and we use an equal probability multinomial distribution to distribute the wolves among the modeled packs. Thus, simulated population sizes were exactly 80, 160, or 320 individuals. We estimated abundance as $N = \sum_{i=1}^{n} \psi_j I$, where $I$ is the number of sample subunits. We expected the most severe positive bias in cases where sample units were large and where abundance was low (because potential bias in occupancy estimate is greatest under these conditions) and when home ranges were small (because the consequences of positive bias in occupancy estimates are most consequential when more home ranges can be packed into the landscape).

Application 1: Wisconsin Wolf Management Zones 1 and 3

We conducted an analysis of roadside snow-tracking data collected during winter 2016–2017 in Wolf Management Zones (WMZ) 1 and 3 in Wisconsin (Fig. 1). Snow tracking occurred in blocks conveniently defined by rivers and roads, but effort recorded at the tracking block scale is not easily translated to consistent sample grids unless the effort is spatially referenced. We digitized survey routes in WMZ 1 and 3 for 2016–2017 so that we could define effort (km traveled) at any scale or use survey routes themselves as sample units. We spatially referenced observations at locations where wolves entered, exited, or crossed roadways. Multiple surveys in tracking blocks usually were separated by ≥7 days. We defined grid cells independently from tracking blocks, and survey periods as the first 2 weeks (day 1–day 14) and last 2 weeks (day 15–end of month) of each month from 15 Nov 2016–31 Mar 2017, for 9 occasions. Consequently, the final occasion in each month was marginally longer than the first, and a survey occasion in a grid cell could conceivably include >1 survey.

We fitted each of the 3 occupancy models (above), without covariates, to the snow tracking data. We modeled detection probability as a function of effort, where effort was the log-transformed total length of survey routes in a cell. To scale occupancy estimates up to abundance, we used $\mu_{HR} \sim N(172.5,17.7)$, based on global positioning system observations of 36 packs from 2015–2017, and $\mu_{packsize} \sim N(3.9,0.106)$, based on pack size inferred from tracks observed from 230 putative packs in the winter of 2016–2017 (Wiedenhoeft et al. 2018). Territory overlap was not known, so we did not adjust estimates to account for possible pack overlap as we did in the simulations.

We also fitted models 1, 7, and 8 (Table 1) to the snow tracking data. We included road density and forest cover covariates to predict $\psi_j$, and modeled detection probability as a function of effort (for areal sample units). For models 7 and 8, no effort covariate was required because sample sub-units were all 1 km in length. To scale occupancy estimates up to abundance, we used prior distributions of $\mu_{HR} \sim \text{Gamma}(100,100/172.5)$ and $\mu_{packsize} \sim \text{Gamma}(1500,1500/3.9)$; these are almost identical to the normal distributions previously specified.

Application 2: Wisconsin Range-Wide Abundance Estimate

We also used snow-tracking data from winter 2018–2019 to estimate wolf abundance for the entire range of wolves in Wisconsin, where winter snow-tracking occurred (Fig. 1). Tracking occurred as described above, and we directly recorded or digitized tracking survey routes post hoc so that we could quantify survey effort. We used a 100-km² hexagonal grid to delineate sample units and derived 2 landscape covariates (forest and agriculture) from National Land Cover Data (Yang et al. 2018). We fitted 9 static occupancy models (Table 2; model code available in Supporting Information) with a detection model that included a constant detection parameter, an effort covariate (log of tracked distance), or a sample unit by occasion random effect. We modeled occupancy probability $\psi$ as constant, a function of landscape covariates and road density, or with a first-order spatial random effect. Occasions were 7-day periods from 1 Nov 2018 to 11 Apr 2019, which resulted in 24 sampling occasions. As described previously, we scaled occupancy up to abundance using $\mu_{HR} \sim N(172.5,17.7)$

Table 2. Occupancy models fitted to winter 2018–2019 range-wide wolf tracking data in Wisconsin. USA. Landcover covariates were derived from 2016 National Landcover Data. In the detection model, effort = log(km surveyed), and $\epsilon_{ij}$ are site- and time-specific random effects. For the occupancy model, road = km of road/km², ag = agriculture and developed land cover, for = forest land cover, and CAR is a conditional autoregressive spatial process.

<table>
<thead>
<tr>
<th>Model</th>
<th>Detection sub-model</th>
<th>Occupancy sub-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>effort + $\epsilon_{ij}$</td>
<td>constant</td>
</tr>
<tr>
<td>1b</td>
<td>effort</td>
<td>constant</td>
</tr>
<tr>
<td>2</td>
<td>constant</td>
<td>constant</td>
</tr>
<tr>
<td>3</td>
<td>effort + $\epsilon_{ij}$</td>
<td>for + ag + road</td>
</tr>
<tr>
<td>3b</td>
<td>effort</td>
<td>for + ag + road</td>
</tr>
<tr>
<td>4</td>
<td>effort + $\epsilon_{ij}$</td>
<td>CAR</td>
</tr>
<tr>
<td>4b</td>
<td>effort</td>
<td>CAR</td>
</tr>
<tr>
<td>5</td>
<td>effort + $\epsilon_{ij}$</td>
<td>for + ag + road + CAR</td>
</tr>
<tr>
<td>5b</td>
<td>effort</td>
<td>for + ag + road + CAR</td>
</tr>
</tbody>
</table>
and $\mu_{\text{packsize}} \sim N(3.9,0.106)$. We compared the competing models using the Watanabe-Akaike Information Criterion (WAIC; Watanabe 2010, Hooten and Hobbs 2015). Wolf capture and collaring followed the Wisconsin Department of Natural Resources’ protocol for safe and humane capture, handling, and sampling of gray wolves approved by the Department’s Animal Care and Use Committee (GrayWolf_SOP_11).

RESULTS

Simulation 1: Areal Sample Units

Abundance was overestimated in most but not all scenarios, with estimates $>3$ times the true values in the most extreme case. Although reliability of abundance estimates was highly dependent on simulated scenarios, several clear patterns emerged (Fig. 2). First, given the same value for true abundance, larger sampling grid cells resulted in larger estimates of abundance. Second, regardless of true abundance, there was positive bias in estimates when home range size was small, and positive bias was exacerbated when sample units were large. Third, abundance was nearly always overestimated when true population size was small, but when population size was large, positive bias occurred only when home range size was small. Fourth, as expected, abundance estimates from the static occupancy model were always greater than estimates from the dynamic model. Also, estimates from the dynamic model generally were larger than estimates from the multi-scale model. Fifth, decreasing detection probability resulted in fewer detections across the spatial replicates and consequently resulted in lower abundance estimates and lower, but still substantial, positive bias (Fig. 3). Conversely, simulating greater movement rates (higher availability across the home range) resulted in larger abundance estimates and greater positive bias (Fig. 3). Restricting sampling to alternating grid cells increased uncertainty and only minimally reduced bias (Fig. S1, available in Supporting Information).

When packs were not cohesive (availability of individuals was independent of other pack members), there were more detections and consequently greater precision, but also greater bias (Fig. S2, available in Supporting Information). For availability model 3 (simulating equal availability within all subunits of occupied cells), the static occupancy model clearly estimated cumulative occupancy, whereas absolute bias was minimal ($<0.1$) for the dynamic and multi-scale models (Fig. S2). Bias was smaller for the dynamic model, but precision was better for the multi-scale model (Fig. S2).

Simulation 1: Linear Sample Units

When we simulated observation data from road segments, a hierarchical sampling design where route segments served as sub-samples approximating point samples, in some cases (models 8 and 9; Table 1) greatly mitigated the extreme positive bias evident when sample units were strictly areal. Model 8 performed best, where route segments were secondary sample units embedded in grid-cell primary sample units. Under this scenario, mean relative bias in posterior means was $<0.1$ in most cases, except when population size and home range size was small and sampling unit size was large (Fig. 4). Model performance was somewhat poorer when we modeled route segment use with a spatial CAR process than when use probability was not dependent on adjacent segment use. Model 10 (Table 1) was identical to model 8, except that segment use included a spatial CAR model. There was greater positive bias from model 10 than from model 8, when population size was small, and greater negative bias when population size was large, and home range size was more influential (Fig. S3, available in Supporting Information).

Previously we showed that when the closure assumption was severely violated, greater sampling effort resulted in greater positive bias. The same was true for many of the scenarios considered in this section but not universally so. In particular, bias did not increase with sampling effort for designs where route segments were the spatial replicates, even when the primary units were grid cells (Fig. S4, available in Supporting Information).

Figure 2: Relative bias in estimated abundance derived from 3 different occupancy models for various combinations of simulated small (A, C) or large (B, D) sample units (plot), small (A, B) or large (C, D) home ranges (HR), and sparse and dense populations, for simulated pack-dwelling wolves. Dashed line denotes zero bias, and error bars the range of bias observed across all simulations.

Figure 3: Relative bias in estimated abundance derived from 3 occupancy models when detection probability ($p$) was high or low, and individuals within simulated packs were moderately (A) or highly (B) mobile within their home range. In each simulated scenario, true home range size and sample grid size was 225 km$^2$ and true abundance was 200 individuals in packs with mean size $=3.8$ individuals. Dashed line denotes zero bias, and error bars the range of bias observed across all simulations.
Application 1: Wisconsin Wolf Management Units 1 and 3
As was the case for simulation results, estimates of wolf population size in WMZ 1 and 3 increased when the unit size of the sampling grid increased, although only slightly (Fig. 5; Table S1, available in Supporting Information). Estimates from the dynamic model also were slightly smaller than for the static occupancy model, as expected, and estimates from the multi-scale model were much smaller than for either of the other 2 models. For the static and dynamic models, 95% credible intervals included the minimum count of 499–512 for WMZ 1 and 3 combined, regardless of the sampling grid size (Fig. 5). Estimates from the multi-scale model were substantially lower than the minimum count, and the minimum count was included in the 95% credible interval (CrI) only when the sampling grid cells were large. Also, convergence ($\hat{R} < 1.1$) was more difficult to achieve with the multi-scale model than with the other 2 models. When we fitted data from only a subset of grid cells to the models, abundance estimates generally were marginally reduced compared to estimates from the full dataset (Fig. 5), but posterior means varied by as much as 20%, depending on which specific grid cells were selected.

For models fitted to wolf tracking data from WMZ 1 and 3, estimated population size was largest for the standard occupancy model, and estimates increased with increasing sample unit size (Fig. 6). For the multi-scale model with areal sub-units, the estimate of population size also increased with grid cell size, and the estimate was lower when there were 9 as opposed to 4 spatial sub-units. The model with 1-km road segments representing spatial subunits (to approximate points sample units), estimated the lowest overall population size (unrealistically low) but was least sensitive to the size of the primary sample unit.

**Application 2: Wisconsin Range-Wide Abundance Estimate**
For wolf data from winter 2018–2019, the model with the lowest WAIC value included an effort effect on detection probability and landscape covariate effects and a spatial CAR effect on occupancy probability (model 5b in Table 2). The correlation parameter of the spatial CAR effect did not adequately converge, however, and thus we present results from the second best-supported model (model 3b in Table 2), which dropped the CAR effect. Detection probability was positively related to effort ($\alpha_{effort} = 0.85$; 95% CrI = 0.72–0.99). Occupancy probability was positively related to forest cover ($\beta_{forest} = 0.93$; 95% CrI = 0.47–1.45) and negatively related to agricultural and developed land ($\beta_{ag} = -0.8$; 95% CrI = -1.19–-0.41) and road density ($\beta_{road} = -1.13$; 95% CrI = -2.04–-0.29). The abundance estimate (mode; 95% CrI) was 1,047 (835–1,333). The range-wide count for winter 2018–2019 was 914–978 wolves (Wiedenhoeft et al. 2019).

**DISCUSSION**
Occupancy estimates are used as alternatives to abundance estimates because they obviate the need to obtain individual identifications, and can effectively integrate various data types into a single analysis framework (MacKenzie et al. 2006, Pacifici et al. 2017). Interpreting surrogates or indices as accurate estimates of abundance warrants caution (MacFarland and Van Deelen 2011, Steenweg et al. 2018), and our results suggest that the same is true when explicitly scaling occupancy estimates...
up to estimate population abundance. MacKenzie et al. (2006:42) stated that when territorial animals are surveyed, and size of the sample units matches territory size, then the number of occupied sites is “virtually equivalent to estimates of the number of territorial animals or pairs,” and this assumption underlies occupancy-based estimates of abundance (Rich et al. 2013, Ausband et al. 2014). Under reasonable scenarios of possible movement within territorial home ranges, our results suggest that the assumption that the number of occupied areal sample units equates the number of occupied territories holds only under certain relatively narrow conditions, and those conditions are not entirely controllable. Instead, reliability of occupancy-abundance estimates is sensitive to mean home range size, arrangement of home ranges, sampling grid cell size, and actual abundance. Although we primarily discuss scaling occupancy to abundance of individuals, an intermediate step is scaling occupancy to abundance of packs. Concerns about bias apply equally to both cases.

The fundamental reason for positive bias in occupancy estimates is violation of the closure assumption. Movements of individuals among sample units, especially when sample units constitute a continuous grid, leads to estimation of cumulative use rather than instantaneous occupancy (Efford and Dawson 2012). Cumulative probability of occupancy (or the proportion of the area used) is not the problem. It should be the correct metric, and the claim by MacKenzie et al. (2006:24) that the number of occupied cells equals the number of home ranges of territorial animals should be approximately correct, if cell size equals mean home range size, and crucially, if home ranges are arranged with no interstitial spaces. When home ranges are dispersed with substantial interstitial spaces (e.g., when population density is low), then detections within a single home range can occur in >1 adjacent cell, and what is estimated is the number of sample units that contain any portion of a home range (Fig. 7), which is greater than the number of cells that contain a home range center. Conceivably, a pack whose home range is centered on the boundary of 4 sample units could be detected in each of adjacent units, and resulting estimated area occupied could be 4 times the home range size. The positive bias in the occupancy estimate is exacerbated when those sample units are excessively large. Bias is also exacerbated when detection probability is high, because a single pack is more likely to be detected in multiple sample units. Restricting the number of sample units so they are non-adjacent only marginally mitigated the bias because movement in and out of sample units results in negative bias in detection probability, or, for designs with spatial replication, incomplete availability across spatial replicates results in the same issue (Kendall and White 2009).

Use of spatial replicates to collect robust design data and estimate abundance from $\psi_0$ or $\psi\theta$ also did not adequately mitigate bias, in most cases. In principle, $\psi_0$ should estimate instantaneous occupancy, and $\psi\theta$ should exclude the unused portion of primary sample units from the estimated area occupied. Indeed, these estimates resulted in minimal bias in the scenario where individuals were available for detection in all subunits of the sample unit they occupied at a given occasion, and not in subunits of adjacent cells. Such a scenario is largely unrealistic when sample units form a comprehensive grid. Home ranges will often straddle the boundaries of multiple adjacent sample units, with consequent positive bias almost inevitable (Hayes and Monfils 2015), unless the landscape is largely saturated.

The consequences of closure assumption violations depended on home range size, population size and dispersion, and sample unit size, only the latter of which is controllable. Positive bias in occupancy estimates is more consequential for abundance estimates when home ranges are small because more small than large home ranges fit into the estimated area occupied. Smaller home ranges do not preclude an occupancy approach to abundance estimation, but that situation allows less room for error in selection of sample units.

Association of increasing positive bias with larger sample unit sizes and smaller home range sizes seems at odds with findings of previous investigations (Efford and Dawson 2012, Hayes and Monfils 2015) where occupancy estimates increased as the ratio of home range size to sample unit size increased. Efford and Dawson (2012) did not investigate scenarios with comprehensive sample unit coverage (e.g., a continuous grid), as in our scenarios. Hayes and Monfils (2015) concluded increasing cumulative occupancy as home range size increased, but their definition of positive bias depended on their definition of true occupancy, apparently instantaneous occupancy, which would not change with home range size. Logically, when sample unit size is much larger than territory size, a single group or

![Figure 6. Occupancy abundance estimates for wolves in Wolf Management Zones (WMZ) 1 and 3 in northern Wisconsin, USA, winter 2016–2017. The estimates are from a simple static model (A); a multi-scale model where we modeled use at 4 (B) or 9 (C) sub-divisions of each primary sampling grid cell; and a multi-scale model where sub-units were 1-km survey route segments, to approximate point sample units (D). Error bars represent 95% credible intervals, and the 2 dashed lines represent the lower (499) and upper (512) bounds of the minimum count for WMZ 1 and 3.](image-url)
individual occupying a sample unit should lead to inflated estimates of the amount of occupied landscape (Fig. 7). In the extreme, a single sample unit that includes the entire study area is occupied with probability 1 if a single individual is detected. In that case, the estimate of population size is completely determined by the number of territories that can fit in the landscape, and the mean group size. The smaller number of large home ranges that can fit in the landscape thus imposes an upper limit on positive bias that is much lower than the limit imposed by small home ranges, even when sample unit size matches home range size in both cases. Of course, increasing home range overlap increases the imposed upper limit.

Given the results of our findings of positive bias in many scenarios, the logical consistency of observed positive bias in occupancy and abundance estimates when sample units are continuous, and the various ways that different home-range and sample unit configurations can result in identical occupancy estimates (Efford and Dawson 2012), it seems counter-intuitive that scaling occupancy to estimate abundance of wolves in Wisconsin and Montana produces reasonable and plausible estimates (this study, Rich et al. 2013, Montana Fish, Wildlife, and Parks 2018). Nevertheless, there are several reasons why these real-world applications work. In the simulations, positive bias was greatest when true population size was small and sample grid cell size was larger than home range size, and when home range size was small, regardless of grid cell size. When population size is small, closure assumption violations can result in occupancy of multiple adjacent cells by a single group or individual (Fig. 7). The same is true at high density, but, crucially, when territories nearly saturate the landscape, closure assumption violations are less consequential, and tend to offset each other for adjacent sample units. In both Wisconsin and elsewhere, it is likely that wolf home ranges are aggregated in the highest quality habitat where mortality risk is lowest, to the extent that these areas are nearly saturated (Mladenoff 2009, O’Neil et al. 2017). Montana uses a large (600 km²) sampling grid resolution, multiple statewide observation data sources, and informative landscape covariates to predict occupancy of wolves and scale up to abundance (Rich et al. 2013, Montana Fish, Wildlife, and Parks 2018), and most occupied sample units are aggregated in the western part of the state (Rich et al. 2013: figure 1). Our analysis of range-wide wolf abundance in Wisconsin for winter 2018–2019 also suggested that informative covariates for \( \psi \) mitigated potential positive bias, and that the northern Wisconsin landscape is nearly saturated with wolf territories. Consequently, our abundance estimate was reasonably close to the minimum count derived for that winter. Saturation results in a distribution with minimal interstitial spaces (Fig. 7C), where closure violations are of minimal consequence. Landscape features influence distribution, with 2 consequences that both mitigate potential positive bias. First, wolf detections are most likely in sample units with favorable landscapes, so closure violation is less likely. Second, landscape covariates lead to better prediction in sample units without detections.

Because the abundance estimate (of either packs or individuals) is a post hoc adjustment of an occupancy estimate, the primary source of potential bias is the occupancy estimate. Scaling relies crucially on accurate estimates of home range features, however, and those features can exacerbate bias, in some cases. In our simulations we considered a relatively narrow range of non-overlapping home range sizes, reasonable for wolves in Wisconsin and the Great Lakes region (Wiedenhoeft et al. 2018), and we considered only circular home ranges. We expect that the same general patterns apply for larger home ranges, and larger sample unit sizes. For example, there is not evident extreme bias in the Montana estimates (Montana Fish, Wildlife, and Parks 2018), where sample units and home ranges are nearly twice the size of the largest we considered here. In reality, home ranges may be highly variable in size and shape, and implications for occupancy abundance estimates are not entirely clear. Although additional simulations would be

Figure 7. Overlap of hypothetical home ranges with multiple sample units. The solid grid lines depict adjacent sample units, dashed lines depict spatial replicates, circles depict home ranges with the same area as the grid cells, and points represent home range centers. In A, 2 home ranges overlap 8 grid cells, thus occupancy is 0.5, and the estimated number of territories (based on the number of occupied cells) is 4 times the true value. In B, the sample cell size is quadrupled, but the number of home ranges is unchanged. In this case occupancy is 0.75 and the estimated number of home ranges is 12, or 6 times the true value. In C, the cell size is the same as in A, but the number of home ranges is increased, so that that it is more likely that adjacent cells actually contain a home range center. In this case occupancy is 0.69, and bias in the estimated number of home ranges is reduced to 11/8, or 1.38 times the true value. In D, there are again 8 home ranges, but they are less aggregated than in C. In this case occupancy is 0.94, and the number of estimated home ranges is 1.9 times the true value.
useful, greater variability in home range sizes should not generate additional bias but might increase uncertainty in estimation of mean home range size that propagates into the abundance estimate. If home ranges sizes vary substantially, either spatially or based on habitat features, it may be necessary to incorporate variation in the home range model more rigorously. Similarly, we see no reason that irregular home range shapes should greatly influence bias, although we suggest that when home ranges are highly irregular, the number of home ranges that fit into the landscape may be decreased. For example, a home range described by a maximum convex polygon may contain area that is not used by a pack, but is effectively co-opted from use by another pack. We suggest that in cases with highly irregular home range shapes, the mean home range size should be calculated including such unused area, rather than strictly using a home range model such as a kernel density estimator. We also simulated a relatively small range of abundances, with little or no home range overlap. We do not think that the absolute size of the population influences bias as much as the distribution of the population; a situation with highly dispersed packs and extensive interstitial space is more subject to positive bias than a situation where packs are clustered. Overlapping home ranges probably do not influence occupancy estimation itself (other than the fact that overlapping home ranges take up less space than dispersed home ranges) but obviously have implications for scaling occupancy to abundance.

Although real-world applications produced plausible answers (this study, Rich et al. 2013, Montana Fish, Wildlife, and Parks 2018), it is worth reiterating that in simulations, positive bias was greatest when true abundance was small. Recovery plans for species listed under the Endangered Species Act may include specific numeric goals, and positive bias in the estimators could very easily lead to erroneous and consequential conclusions about species recovery, when the population is small and home ranges are widely scattered. On the other hand, it is encouraging that rigorous density estimates from a spatial capture-recapture model, which are not subject to closure assumption violations in the same way that non-spatial models are (Royle et al. 2014), and estimates from an occupancy model for a low-density carnivore resulted in very similar management recommendations (Linden et al. 2017).

In many estimation problems, incorporating multiple sources or multiple types of data can improve precision of estimates. For example, data on individual identities or telemetry locations for some individuals improve estimates from spatial capture-recapture or spatial count models (Chandler and Royle 2013, Sollmann et al. 2013), multiple sources of occupancy data expand the scope and precision of occupancy models (Pacifici et al. 2017), and integration of multiple data types into population models improves estimates or permits estimates of otherwise estimable parameters (Schaub and Abadi 2011, Horne et al. 2019). Although implementation is beyond our present scope, we briefly mention 2 data sources that possibly could be incorporated in our approach, either to improve precision or to reduce bias. The first is observations from motion-sensitive cameras, which should be relatively straightforward to incorporate by modifying the observation model. The second is the number of wolves detected at each set of observed tracks, which seems less straightforward. Perhaps informally, such counts could mark or partially mark packs and identify when packs cross over sample unit boundaries, thereby allowing data thinning to possibly mitigate closure violations. More formally, marked tracks might be fitted in a joint occupancy capture-recapture model, where the capture-recapture model estimates the number of packs, and the occupancy model either estimates occurrence probability (our current model) or pack abundance, if modeled as a Royle-Nichols model (Royle and Nichols 2003). We are skeptical of such a joint approach, for 2 reasons. First, it is unlikely that the number of tracks reliably and objectively identifies individual packs. Second, the key assumptions of the Royle-Nichols model (detection varies with abundance, independent detections) are very likely to be violated with wolf tracking data.

Given the real potential for positive bias in abundance estimates described here, outside of a narrow set of circumstance, it seems advisable to collect information about individual identifications if possible, to estimate abundance directly. Because such data are typically more expensive to collect than detection–non-detection data, there is strong motivation to find ways to use the less expensive data for management decisions. We suggest considerable caution when scaling occupancy estimates to abundance based on mean territory size and mean groups size. In the case of Wisconsin and Montana, other abundance estimates were available, where the precise extent of bias is unknown but probably not extreme (i.e., it is unlikely that index counts are 2 times the true population size). Thus, there is a basis for judging, in those specific cases, that abundance scaled up from occupancy estimates are highly unlikely to suffer from the extreme positive bias demonstrated for some simulation scenarios. Montana and Wisconsin also plausibly meet the narrow set of circumstances where occupancy reliably scales to abundance. Of course, scaling occupancy up to abundance also relies crucially on accurate estimates of mean home range size and mean pack size, which may be density-dependent, and are not generally obtainable from detection–non-detection data.

Alternatively, in some cases it may be reasonable to abandon management based on numeric goals that require abundance estimation, and instead focus on distribution goals. Given that abundance and occupancy estimates can result in similar management recommendations (Linden et al. 2017), and given the reduced effort and expense of collecting detection–non-detection data as opposed to capture-recapture data, it may suffice to develop goals based on where occurrence is desirable. Management could then target actions to maximize occupancy probability in preferred areas.

Managing for occupancy or distribution may be logistically more feasible than making potentially problematic assumptions to estimate abundance from occurrence data, but
it may not be a politically or socially feasible goal for a species like wolves. Wolves in the Upper Great Lakes have been listed under the Endangered Species Act as federally endangered for most of the last several decades (Refsnider 2009, U.S. Fish and Wildlife Service 2019), and federal delisting criteria and state management plans include specific numeric population targets (Wisconsin Department of Natural Resources 1999, U.S. Fish and Wildlife Service 2019). Ensuring that delisting criteria or numeric management goals are met requires that either a population distribution goal is framed in such a way as to guarantee that meeting the distribution goal also meets the population numeric goal, or that population size is directly estimated. Territory mapping from snow-tracking and ancillary information is one approach to abundance estimation (Wydeven et al. 2009), and scaling occupancy to abundance is an alternative approach that can provide plausible estimates under certain circumstances (this study, Rich et al. 2013, Montana Fish, Wildlife, and Parks 2018). The former approach requires extensive tracking, enumeration of wolves from tracks, and somewhat subjective assignment of all tracks into presumed pack territories. The latter approach requires less tracking effort than territory mapping and does not require subjective pack assignments, but it does require independent estimates of mean pack and home range size, and potentially is subject to positive bias with small and scattered populations. Territory mapping may be an appropriate method for small and scattered populations, but where reasonable and justifiable (as in our Wisconsin example) the scaled occupancy approach is preferable because it avoids the potential subjectivity of territory assignments and provides a rigorous and honest estimate of uncertainty.

MANAGEMENT IMPLICATIONS

Occupancy models are a conceptually attractive, and potentially cost-effective alternative to capture-mark-recapture methods for providing information about abundance or distribution. If distribution estimates are adequate for making management decisions, then occupancy does appear to provide a cost-effective and accurate framework. But if management decisions require knowledge about abundance, then occupancy models provide an acceptable framework only under certain restricted circumstances when density is sufficient to nearly saturate the landscape or when landscape covariates effectively aggregate the population and accurately predict occupancy. In particular, a scaled occupancy approach will be prone to positive bias for a scattered, low-density, highly mobile population.
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